**Notes: tambahin yang di sticky notes ijo**

Keterbatasan (kenapa Cuma 5 gesture):

* Spek laptop anggota kelompok ga memungkinkan buat training. Epoch nya udah terbatas di 500, kalo di atas itu out of memory

Kelebihan

* Kita make keypoint buat training model bukan gambar jadi lebih akurat karena posisi koordinat lebih bagus mendeteksi gerakan daripada gambar

Saran pengembangan lebih lanjut:

* Di train di spek laptop yang lebih bagus
* Augmentation data diperbanyak
* Hasil terjemahan diterapkan NLP, misal dengan menambah bidirectional LSTM sehingga dapat mengantisipasi kata yang gesturenya sama tapi beda makna sehnngga butuh konteks untuk dapat menerjemahkannya dengan benar. Misal, angka “2” dan huruf “v” punya sign language yg sama. Kita bisa tau karakter apa yang dimaksud oleh user berdasarkan konteks kalimat secara keseluruhan